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back was very helpful. Lastly I would like to thank my parents Carmen and José Bruno,
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Abstract

The mystery of dark matter and the violation of Charge and Parity conjugation symme-

try (CP symmetry) in quantum chromodynamics (QCD) remain as two of the unsolved

problems in physics today. The axion constitutes a promising solution to both these

problems. The MADMAX collaboration aims to build a dielectric haloscope targeted

to detect galactic dark mater axions in the mass range of 40− 400µeV . The dielectric

haloscope consists of a series of dielectric discs and a mirror placed inside a strong ho-

mogeneous magnetic field that would produce the emission of coherent electromagnetic

radiation with a frequency related to the mass of the axion. In this thesis we adapt the

current simulations of this experimental concept, to include the effects of disc anisotropy.



Chapter 1

Introduction

The existence of dark matter has been one of the open questions about the nature of

the universe since in 1933, the Swiss physicist Frank Zwicky obtained evidence of unob-

served matter while studying the rotation curves of galaxies around the Coma cluster.

Estimations from ΛCDM tell us that this type of matter constitutes 27% of the total

mass-energy of the universe. So far however, experiments have failed to provide any

type of direct evidence for its existence.

The axion, a light, scalar, and weakly interacting particle, proposed in 1977 to solve

the strong CP problem (Charge and Parity conjugation) of quantum chromodynamics

(QCD) through the Peccei Quinn mechanism, constitutes one of the strongest candi-

dates to explain this enduring mystery.

Different experimental concepts have been suggested to detect the axion. One of these

is the dielectric haloscope. It consists of a series of dielectric discs and a mirror placed

inside a strong homogeneous magnetic field to stimulate the production of electromag-

netic radiation from galactic axion dark matter through the Primakoff effect. In an

effort to build such an experiment the MAgnetized Disc and Mirror Axion eXperiment

(MADMAX) collaboration was born in 2017, with the goal of reaching the unexplored

axion mass range ma = 40 − 400µeV . One of the big challenges in MADMAX comes

from simulating the experiment with realistic effects. In this thesis we present one step

forward in this direction by including the effects of anisotropy in the dielectric discs.

1



Chapter 2

Theoretical Motivation

In this chapter we introduce the strong CP problem and the PQ mechanism as one of

its proposed solutions. This mechanism implies the existence of a new, very light and

weakly interacting scalar particle: the axion. Apart from solving the strong CP problem,

the axion is also one of the strongest candidates to be part of the observed dark matter.

This gives rise to new experimental concepts to detect these elusive particles such as the

axion haloscope proposed by Pierre Sikivie and its evolution, the dielectric haloscope.

2.1 The Strong CP Problem and the PQ Mechanism

The Standard Model of particle physics contains a term in the Lagrangian that breaks

CP symmetry:

LSM ⊃ θ̄
g2
s

32π2
Gµνa G̃aν (2.1)

where G and G̃ are the gluonic field strength tensor and its dual, and θ̄ is an angular

constant θ̄ ∈ (−π, π) which is composed of two parts:

θ̄ =| θ + arg(detM) | (2.2)

The first term is related to the QCD vacuum while the second comes from the quark

mass matrix. One of the implications of such CP violating term in the SM Lagrangian

would be contributions to electric dipole moments (EDMs) in hadrons. The neutron in

particular would have an EDM given by:

dn = (2, 4± 1, 0) θ̄ × 10−3 e fm (2.3)

2



Chapter 1. Axion Dark Matter 3

with e, the charge of the electron. Experimental efforts have been carried out since the

60’s to look for such EDMs with no success. Actual experimental limits give us an upper

bound | dn |< 3× 10−13 e fm [1], and hence:

| θ̄ |< 1, 3× 10−10 (2.4)

This is an extremely small number for a parameter with contributions coming from

seemingly unrelated origin. Why this value is so small is the so called ”Strong CP prob-

lem”. Different solutions to this fine tuning problem have been proposed during the

years. One of the most elegant was proposed in 1977, by R. Peccei and H. Quinn [2]. In

their paper, they proposed the introduction of a new U(1)PQ global symmetry, with a

spontaneous symmetry breaking pattern at some energy scale of order fa. Subsequently

F. Wilczek [3] and S. Weinberg [4] independently noticed that such a spontaneously bro-

ken symmetry implies the existence of a pseudo-Nambu Goldstone mode which Wilczek

named the axion after some detergent brand. After quantization, this corresponds to

a scalar particle with negative parity and a non zero mass (hence the pseudo) of order

O(mπfπ/fa).

Effectively this new symmetry can be thought of as θ̄ becoming a dynamical field:

θ̄ → θ̄(x, t) =
a(x, t)

fa
(2.5)

with a(x, t) the new axion field and fa the previously mentioned scale of the U(1)PQ

symmetry breaking with a vacuum expectation value (VEV) that relaxes to zero. The

properties of this new particle, such as the mass and the interaction constants with other

particles, can be calculated with the help of a low energy effective field theory such as

Chiral Perturbation theory [5]. In this sense, the mass of the axion can be written in

terms of the the masses of the up and down quarks (mu,md), as well as the mass of the

neutral pion (mπ), and the pion decay constant fπ:

ma =

√
mumd

(mu +md)

mπfπ
fa

= 5.70(6)(4)µeV

(
1012GeV

fa

)
(2.6)

where the numbers in brackets refer to the uncertainties in the values of the up and

down quarks. The coupling to other particles can also be calculated. Since the axion

has the same quantum numbers as the neutral pion π0, we can infer that it will also

have the same interactions with other particles. We are especially interested in its inter-

actions with photons (a→ γγ). This way, one can write an effective Lagrangian density

describing this interaction given by:
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L =
1

4
FµνF

µν − JµAµ +
1

2
∂µa∂

µa− 1

2
m2
aa

2 − gaγγ
4
FµνF̃

µνa (2.7)

and obtain the coupling gaγγ :

gaγγ = − α

2πfa
Caγγ = −2, 04(3)× 10−16GeV −1

(
ma

1µeV

)
Caγγ (2.8)

Caγγ =
E
N
− 1, 92(4) (2.9)

with α the fine structure constant and Caγγ of order ∼ 1. The values E and N are

respectively the electromagnetic (EM) and color anomalies, and depend on the specifics

of the application of the PQ mechanism. These have different values for different models.

Classical examples are the KSVZ model with E/N = 0 or the DFSZ model with E/N =

8/3. One can thus see that the only unknown parameter for a specific model is the PQ

symmetry breaking scale, fa.

2.2 Axion Dark Matter

Apart from solving the Strong CP problem, the axion’s properties make it a great

candidate for the DM of the Universe. They are electrically neutral, extremely stable

and have a very small coupling constant to other particles, which makes them collisionless

and non-relativistic (cold dark matter).

Measurements of the rotation curves of the Milky Way estimate that the galaxy is

embedded in a large DM halo with density ρDM ≈ 0.39GeV cm−3 around the solar

system [6]. Furthermore, the relative velocities of this DM particles are estimated to

be of order va ∼ O(10−3) and with an extremely small velocity dispersion. This means

that it would be possible to envision an experiment in which axions are always present

and we only need to make them interact with known SM particles. In 1983 P. Sikivie

proposed a new experimental concept to detect such axion DM: the axion haloscope

[7]. Before going deeper into this concept, it’s interesting to point out other possible

candidates for dark matter, particularly the ones known as axion like particles.
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2.2.1 Axion Like Particles

In addition to the QCD axion emerging from the PQ mechanism, other extensions of the

SM (e.g. string theory) include spontaneously broken U(1) symmetries. Much like in the

PQ mechanism this spontaneous symmetry breaking also gives rise to pNG particles with

a small mass and weak interactions with other particles. These particles are also strong

DM candidates, whose phenomenology is similar to the one for QCD axions; however,

they have nothing to do with the PQ mechanism. In a nutshell this means that the mass

and the interaction constant of these particles with other particles like photons is not

related. Examples of such axion like particles (ALPs) are Majorons, Familons or closed

string axions [8]. We are motivated therefore not only to look for axions with the mass

and coupling constant to photons predicted by the different QCD models, but also for

any other particle whose mass and photon interaction constant are unrelated.

2.3 The Axion Haloscope

As we argued in the previous section, it seems that if we are looking for general ALPs

through their interaction with photons, there are two free parameters: the mass of the

axion, ma and the coupling constant gaγγ . The parameter space (Figure 2.1) gives us

an idea of the regions already covered by experiments and the ones still unexplored.

Different experimental concepts have been proposed to probe this parameter space [9].

These are limited by the properties of the axion. We are interested in axion DM. In

this spirit, if ALPs make up all, or even a fraction of dark matter, our galaxy would

be embedded in a bath of them, and we would only need to make them interact with

known SM particles in order to detect them. One of these experimental concepts is

the previously mentioned axion haloscope. This consists of a cavity permeated with a

magnetic field that resonantly converts axions into photons when the mass of the axion

is matched to the cavity’s resonant frequency.

The ADMX collaboration [10] has led the way building such a cavity, being able to probe

QCD axions in the few-µeV mass region. The mass range that this type of experiment

can cover is however bound to a small region of the parameter space. The difficulties in

extending this range are twofold. First, if one wants to explore regions of lower mass, one

needs a bigger cavity and therefore a bigger magnet. On the other hand, for higher mass

regions one needs a smaller cavity. This however translates into a smaller conversion

power to photons and therefore, lower sensitivity.
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Figure 2.1: Constraints in the ma, gaγγ parameter space. In yellow the prediction
of the different QCD models. The grey regions denote the constraints from laboratory
searches, in blue for helioscope experiments and bounds from stellar physics, and in

green for haloscopes and cosmology-dependent arguments. [9]

In an attempt to expand the search to other regions of the parameter space, the concept

of dielectric haloscope was born [11] with the capability of exploring the 40 − 400µeV

range. This is the main subject of the MADMAX collaboration. In the following chapter

we will see what this concept consists of and how to simulate it.



Chapter 3

MADMAX and the Dielectric

Haloscope

In this chapter the physical principles in play in the dielectric haloscope are reviewed.

We start by understanding how an electric field can be induced in the presence of an

external magnetic field and how the introduction of a series of parallel dielectric layers

can boost the amplitude of this electric field. In order to calculate this amplitude one

makes use of the so called transfer matrix formalism. The Boost factor, which is the

amplification factor by which the amplitude is boosted, is introduced at the end of the

chapter, as well as the simulation challenges of the experiment. For a complete derivation

of the equations presented in this chapter: [11].

3.1 Linearized Maxwell’s Equations

From the effective Lagrangian that describes the interaction between axions and photons

(2.7), one obtains a set of modified Maxwell’s equations:

∇ · E = ρ− gaγB · ∇a (3.1a)

∇×B − Ė = J + gaγ(Bȧ−E ×∇a) (3.1b)

∇ ·B = 0 (3.1c)

∇× E + Ḃ = 0 (3.1d)

ä−∇2a+m2
aa = gaγE ·B (3.1e)

In the presence of a strong external magnetic field, Be and assuming that the solutions

of these equations are plane waves proportional to e−i(ωt−k·x) one can write them in a

7
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linearized form in Fourier space:

εk · Ê = −gaγk · B̂eâ (3.2a)

k × Ĥ + ωεÊ = −gaγωBeâ (3.2b)

k · B̂ = 0 (3.2c)

k × Ê − ωB̂ = 0 (3.2d)

(ω2 − k2 −m2
a)â = −gaγÊ ·Be (3.2e)

with the hated quantities representing the complex amplitude of the fields and where ε is

the dielectric constant of the medium, which we assume for the moment to be isotropic

and linear.

Given that the value of gaγ is extremely small, one can also obtain from these modified

Maxwell equations the dispersion relations for photons and axions to first order:

k2
γ = n2ω2

γ (3.3)

k2
a = ω2

a −m2
a (3.4)

with n being the refractive index n2 = εµ, and ε and µ respectively the dielectric constant

and permeability of the medium. We will only deal with non-permeable media and so

from now on we take µ = 1 everywhere.

As mentioned in section 2.2 we are looking for CDM axions with a dispersion velocity

va ∼ O(10−3). This, added to the fact that the axion mass would be extremely small,

translates into a large de Broglie wavelength given by:

λdB = 12.4 m

(
100µeV

ma

)(
10−3

va

)
(3.5)

allowing us to treat the axion field as spatially homogeneous for small regions (i.e.

ka = 0). One can therefore write the axion field as only a function of time:

a(t) = a0e
−iωt (3.6)

with a0 the amplitude of the field, and ω = ma from the dispersion relation (3.4). Going

back to equation (3.2b) the expression for the axion induced electric field becomes:

Ea(t) = −E0

ε
e−imat (3.7)
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where we have introduced E0 ≡ gaγBea0 as a scale for the axion induced electric field.

3.2 Radiation from an Interface

Equation (3.7) is the essence of the haloscope concept. It tells us that if we have a

strong magnetic field Be in a medium with dielectric constant ε, then an electric field

will be induced. This is known as the Primakoff effect. This axion induced electric field

Ea is parallel to Be and inversely proportional to ε. It’s therefore easy to see, that if

there is an interface between two media of different dielectric constant, that is parallel to

this magnetic field, the axion induced electric field will be discontinuous. On the other

hand, Maxwell’s equations impose certain boundary conditions at this interface. In par-

ticular, since all the fields present in the system are parallel to this interface we only have:

E‖,1 = E‖,2 H‖,1 = H‖,2 (3.8)

These boundary conditions are the same as in classical electrodynamics. The electric

field condition comes from Faraday’s law (3.1d) which is unchanged in the presence of

axions. The magnetic field condition comes from Ampère’s law (3.1b). The presence of

axions gives an external volume current density, which is zero for a surface.

Figure 3.1: Representation of the axion photon conversion in an interface between
different media of different dielectric constant ε, embedded in a strong homogeneous

magnetic field. [11]
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Satisfying the boundary conditions requires emission of EM radiation as sketched in

Figure 3.1. To first approximation and for the sake of simplicity we will work in one

dimension. This means that the interface between the two media is an infinite plane and

the fields only vary in the spatial z-direction of Figure 3.1. The boundary conditions

(3.8) can therefore be written in scalar form as:

Eγ,1 + Ea,1 = Eγ,2 + Ea,2 − ε1
n1
Eγ,1 =

ε2
n2
Eγ,1 (3.9)

with Ea the usual axion induced electric field and, Eγ and Hγ the electric and magnetic

fields corresponding to the radiation emitted at the surface in order to fulfill the boundary

conditions. These last amplitudes can hence be written in terms of the axion induced

electric field as:

Eγ,1 = (Ea,2 − Ea,1)
ε2n1

ε1n2 + ε2n1
(3.10a)

Eγ,2 = −(Ea,2 − Ea,1)
ε1n2

ε1n2 + ε2n1
(3.10b)

Hγ,(1/2) = −(Ea,2 − Ea,1)
ε1ε2

ε1n2 + ε2n1
(3.10c)

3.2.1 Power Emitted from a Mirror

One can now imagine the simple case of an interface between a perfect mirror (ε1 =∞)

and the vacuum (ε2 = 1). From the expressions in (3.10) one can calculate the ampli-

tudes of the propagating waves for this case yielding: Eγ,2 = −Ea,2. The cycle-averaged

flux density in the z-direction is then given by:

Pγ
A

=
E2

0

2
= 2.2× 10−27 W

m2

(
Be

10T

)2

C2
aγfDM (3.11)

where the factor fDM represents the fraction of dark matter corresponding to axions.

This is the so called dish antenna concept. The problem however, is that the power

emitted by such an interface is too small to be observed with current technology. In

order to amplify the signal one can place a set of dielectrics in front of this mirror: the

dielectric haloscope. The radiation emitted by one of these interfaces interferes with

the radiation coming from the other interfaces. One can thus try to place the different

dielectrics in such a way so that the interference is constructive and the signal is ampli-

fied. To quantify this amplification we introduce the power boost factor, β2(ν):
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Pγ
A

=
E2

0

2
→ Pγ

A
=
β2(ν)E2

0

2
(3.12)

which tells us how much the power that would be emitted by a single mirror is amplified

in a dielectric haloscope. This can also be seen as β being the factor that quantifies the

amplification of the amplitude, E0 of the electric field (boost factor).

3.3 Dielectric Haloscope

The dielectric haloscope can be pictured as a setup with a series of r = 0, ..,m parallel

regions such as the one in Figure 3.2. Each of these regions has a certain thickness and

dielectric constant εr. In a dielectric haloscope, one typically has region, r = 0 as a

perfect mirror (i.e. ε =∞) and a succession of vacuum and dielectric regions for r = 1

to r = m. Region r = m will have an antenna which detects the total power generated

by the system. For now however, we will treat this in the most general way, meaning

every region has undefined parameters.

Figure 3.2: General setup of a dielectric haloscope with m regions r. [12]

The only fields inside the system are the axion induced electric field Ea and the EM

waves emitted at each interface between the different media to compensate the discon-

tinuity generated by Ea. In 1D these fields can be explicitly written as:

Ea,r = −ArE0 , Ar =
1

εr

Be,r
Be,max

(3.13)

for the axion induced electric field, and:
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ERr (z) = Rre
iωnr∆z , HR

r (z) =
εr
nr
Rre

iωnr∆z (3.14a)

ELr (z) = Lre
iωnr∆z , HL

r (z) = − εr
nr
Lre

iωnr∆z (3.14b)

for the right and left moving components of the induced EM waves respectively. From

now on we omit the time dependence e−imat which is the same for every field. One can

now write the total fields in each region as the superposition of (3.13) and (3.14):

Etotr (z) = Ear +Rre
iωnr∆z + Lre

−iωnr∆z (3.15a)

Htot
r (z) =

εr
nr

(
Rre

iωnr∆z − Lre−iωnr∆z
)

(3.15b)

In order to find the values of Rr and Lr we impose the continuity conditions (3.8)

which at the interface, zr are: Er(zr+1) = Er+1(zr+1) and Hr(zr+1) = Hr+1(zr+1).

Substituting the total fields from (3.15) we find:

−E0Ar +Rre
iδr + Lre

−iδr = −E0Ar+1 +Rr+1 + Lr+1 (3.16a)

εr
nr

(
Rre

iδr − Lre−iδr
)

=
εr+1

nr+1
(Rr+1 − Lr+1) (3.16b)

where δr is defined as the optical thickness:

δr ≡ ωnr(zr+1 − zr) (3.17)

In order to solve these equations we make use of the transfer matrix formalism presented

in the following section.

3.4 Transfer Matrix Formalism

The transfer matrix formalism allows us to obtain the solution to the set of equations

in (3.16). These can be expressed in matrix form as:

(
Rr+1

Lr+1

)
= GrPr

(
Rr

Lr

)
+ E0Sr

(
1

1

)
(3.18)
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where Gr, Pr and Sr are 2× 2 matrices given by:

Gr =
1

2nr+1

(
nr+1 + nr nr+1 − nr
nr+1 − nr nr+1 + nr

)
(3.19)

Pr =

(
eiδr 0

0 e−iδr

)
(3.20)

Sr =
Ar+1 −Ar

2

(
1 0

0 1

)
(3.21)

Using these identities one can iterate the relation between the amplitude of any two

regions in the system. Of particular interest to us is to have a relationship between the

amplitudes of the fields in regions r = 0 and r = m. This relationship is given by:(
Rm

Lm

)
= T

(
R0

L0

)
+ E0M

(
1

1

)
(3.22)

with T and M defined as:

T = Tm0 = Gm−1Pm−1Gm−2Pm−2...G0P0 , M =

m∑
s=1

Tms Ss−1 (3.23)

The dielectric constant (and therefore refractive index), the spacing between interfaces

and the strength of the magnetic field are all known quantities. We are thus left with a

system of two equations and four unknown variables. In order to obtain the solutions to

the system one needs to impose certain initial conditions. We are particularly interested

in two configurations of our general setup which will define two important quantities:

Boost factor and Reflectivity.

3.4.1 Boost Factor

In the first scenario we imagine a system in which there are no incoming waves. This

means we have R0 = Lm = 0. From equation (3.22) one can calculate the left and right

moving amplitudes in regions r = 0 and r = m:

L0 = −E0
M [2, 1] +M [2, 2]

T [2, 2]
(3.24a)

Rm = E0

(
M [1, 1] +M [1, 2]− M [2, 1] +M [2, 2]

T [2, 2]
T [1, 2]

)
(3.24b)
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In the booster one has a mirror in one of the extremes. Setting this region to be r = 0

and noticing that the dielectric constant for a mirror is ε0 =∞ we are left with:

Rm = E0 (M [1, 1] +M [2, 2]) (3.25)

This is indeed the amplitude one measures when placing a receiver in region r = m.

As mentioned before, the boost factor is the factor that amplifies the amplitude emitted

by a single mirror (i.e. E0). This gives us a way to calculate it as:

β =
Rm
E0

= M [1, 1] +M [2, 2] (3.26)

3.4.2 Reflectivity and Group Delay

Apart from the boost factor one can also define the reflectivity of the system. To do

so, suppose that there’s no magnetic field. In that case the matrix formalism relates

incoming and outgoing EM waves. One can therefore find:

RL =
L0

R0

∣∣∣∣
Lm=0

= −T [2, 1]

T [2, 2]
(3.27a)

RR =
Rm
Lm

∣∣∣∣
R0=0

=
T [1, 2]

T [2, 2]
(3.27b)

This quantity is related to the boost factor and doesn’t require the existence of an axion

to be measured, constituting therefore a good way of testing and calibrating the system.

3.4.3 The Area Law

At this point, the strategy to detect the axion seems clear enough. One places a strong

homogeneous magnetic field in the haloscope and tries to position the dielectric discs so

that there is constructive interference and the axion induced field is boosted. There’s

however a caveat: we don’t know the mass of the axion. This is quite obvious but it also

means the frequency of the photons produced by the Primakoff effect are unknown, and

therefore the correct disc configuration that would boost the signal. One must hence

scan through a large frequency range. This can be very time consuming, especially con-

sidering that to make a measurement with enough signal takes around a day’s time. It

turns out however that the boost factor has an important property known as the area law:
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< |B|2 >d=< |B|2 >ν (3.28)

with < ... >d the average over all disc configurations and < ... >ν the average over all

frequencies. This tells us that we may choose between having high boost factor at a

certain frequency or less boost for a larger frequency range.

One can therefore look for configurations where the boost factor curve covers a broad

band and therefore, the disc positions need to be changed less frequently. Such broad

band configurations are of the order of MHz.

Figure 3.3: Example of a broad band 150 MHz boost factor curve.

3.5 Simulation Motivation

So far we have reviewed how to obtain the boost factor for a 1D dielectric haloscope.

Simulations have been done to offer a 1D and 3D description of the system. This

however has been done under many assumptions for the sake of simplicity. Effects such
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as disc tilting, disc roughness and nonplanarity have been studied, leading to significant

effects in the shape of the boost factor curve [12]. One of the assumptions in previous

simulations is that our discs have an isotropic dielectric constant. This will be true

for materials like lanthanum aluminate (LaAlO3), but isn’t the case for other materials

e.g. sapphire (Al2O3). Although not the first choice because of its significantly lower

dielectric constant (εsapphire ∼ 9 vs εLaAlO3 ∼ 24) it seems unrealistic that we will be

able to have 1 m2 discs of lanthanum aluminate. It is therefore important that one

understands the effects of anisotropy in the simulation. This is the main purpose of

this thesis and the subject of the following chapters. In Chapter 4 a small review of

electromagnetism in anisotropic media is done followed by the implementation of these

effects in Chapter 5. This results in the modification of the transfer matrix formalism

in order to include the effects of anisotropy. The results of the simulations with the

anisotropic correction are presented in Chapter 6.



Chapter 4

Anisotropic Media

In this chapter some of the basic concepts and nomenclature of electromagnetism in

anisotropic media are reviewed. This allows for a completely general description of any

dielectric, with the familiar case of isotropic media as a special limit. The main novelties

will be the treatment of the dielectric constant ε as a tensor ¯̄ε and a new term in the

wave equation. At the end of the chapter, the particular case of sapphire is described,

as it is one of the most likely candidate materials for the discs in the experiment. For a

more complete review on the physics of anisotropic media: [13]

4.1 Polarization Vector

Generally one can characterize materials in two large groups: conductors and dielectrics.

In conductors, the electrons are free to move around the material, whereas in dielectrics,

the electrons are bound to the atoms or molecules. This results in a different response

when applying an external electric field to these two classes of materials. For dielectrics,

our case of interest, this external electric field produces a redistribution of charges. The

effect of this redistribution is captured by the Polarization vector P given, in natural

units, by:

P = χE (4.1)

with χ the electric susceptibility of the dielectric, ε0 the dielectric constant, and E the

external electric field. This is the simplest way of expressing the relation between polar-

ization and electric field. When doing so we are however making a set of assumptions.

First, we are ignoring any frequency dependence. Second, we are assuming that there

are no non-linear effects. And finally we are assuming that the charge redistribution is

parallel to the direction of the electric field. We are particularly interested in this last

17
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one. Indeed this is what happens when the material in question is isotropic. For most

materials however, the microscopic properties, be it molecular shape or even more clearly

in the case of crystals, lattice symmetries, the charges may be displaced easier in certain

directions than others. Hence, the polarization vector will not necessarily be parallel to

the external electric field. One may think of this as the electric field inducing dipoles

with certain preferred directions. These materials are known as anisotropic materials.

In order to include this anisotropic behaviour, we may generalize the susceptibility χ to

a rank 2 tensor ¯̄χ. Thus, the polarization vector is given by:

P = ¯̄χE (4.2)

In electromagnetism it is usual to use the displacement vector to include the effects of

polarization. We can now write it for a general anisotropic medium as:

D = (1 + ¯̄χ)E = ¯̄εE (4.3)

where we have defined the dielectric tensor ¯̄ε ≡ 1 + ¯̄χ.

Figure 4.1: Representation of the polarization vector in isotropic media (left) and
anisotropic media (right), embedded in an electric field.

Medium anisotropy also has affects in the Magnetization of the medium. These effects

are however very small and can be neglected in the following discussion. For this reason

we can express the relationship between magnetic fields B and magnetic field strengths

H in the usual way:

B = µH (4.4)

with the permeability of the medium µ as a scalar. The dielectric tensor is therefore the

only change one has to consider when working with anisotropic media. We now proceed

to discuss its most important properties.
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4.2 Dielectric Tensor and Crystal Classes

From energy conservation arguments, it can be shown that for any dielectric, the dielec-

tric tensor defined in (4.3) is symmetric. Hence, one can always find a reference frame

in which this tensor is diagonal:

¯̄ε =

εx 0 0

0 εy 0

0 0 εz

 (4.5)

This reference frame is known as the principal axes system. The components of this

tensor εx, εy and εz, are the dielectric constants in the x, y and z directions. We will

use this system mostly for its simplicity. In particular, because for a known electric field

the displacement vector can easily be obtained:

Dx = εxEx

Dy = εyEy

Dz = εzEz

(4.6)

It also gives us a way of characterizing the different types of anisotropic materials. One

can distinguish between three different types of materials:

• Isotropic: These have only one independent element i.e. εx = εy = εz, and the

principal axes can be any set of orthogonal axes. Examples are the previously

mentioned lanthanum aluminate, sodium chloride or diamond.

• Uniaxial: These media have two independent elements i.e. εx = εy 6= εz. Hence,

to build the principal axes, one must find the direction for which the dielectric

constant is εz. The remaining axes are any two orthogonal directions in the normal

plane to the direction of εz. Sapphire is an example of such material, as well as

quartz or calcite.

• Biaxial: These media have three independent elements. This is the case of

materials such as mica, gypsum or topaz.

4.3 Wave propagation in anisotropic media

One of the main consequences when dealing with anisotropic media instead of isotropic

media is that wave propagation is different. The change is due to the presence of an
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extra term in the wave equation. In order to understand this, one must go back to

Maxwell’s equations where now the dielectric properties are described by the tensor, ¯̄ε

instead of the scalar ε:

∇×D = 0 (4.7a)

∇×B = 0 (4.7b)

∇×E = −µ∂H
∂t

(4.7c)

∇×H =
∂D

∂t
(4.7d)

We have assumed no charge nor current density i.e. ρm = jm = 0. We are mainly

interested in the propagation of monochromatic plane waves. Therefore we are looking

for solutions to Maxwell’s equations of the form:

E = E0 e
i(k·r−ωt) (4.8)

Notice that the vector amplitudes E0 and H0 are space independent. This means

that we are working with waves of constant polarization. Plugging this into the non-

homogeneous equations in (4.7) we find:

k ·D0 = 0 (4.9a)

k ·H0 = 0 (4.9b)

k × E0 = ωµH0 (4.9c)

k ×H0 = −ωD0 (4.9d)

Now, although we have a new set of modified Maxwell equations (3.1), we make the

approximation that the coupling constant is small enough to not have any effect on

the propagation of EM waves. From (4.9c) one can read the usual accompanying field

H = H0e
i(k·r−ωt). Also, the orthogonality relations between vectors for a well defined

direction of propagation k become clear. In particular from (4.9a),(4.9b) and (4.9d) we

see that k,D and H(and so, also B) form a set of orthogonal vectors. From (4.9c) we

see that so do H, E and the Poynting vector S = E ×H. Contrary to what happened

in the isotropic case, E and k are no longer necessarily orthogonal.
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Figure 4.2: Representation of the general orientation of vectors of propagating plane
wave.

Recall that we will be working with non-permeable media, in which case we always have

µ = 1. From the third and fourth equations in (4.9) we can derive the wave equation

for anisotropic media:

(k · E0)k − k2E0 = −ω2¯̄εE0 (4.10)

For simplicity we express this in component form in the principal axes as:

(
k2 − n2

jω
2
)
E0,j − (k · E0)kj = 0 (4.11)

where Ej , kj and nj =
√
εj are respectively the components of the electric field, prop-

agation vector and refractive index associated with each of the principal axes. Notice

that in contrast to what happened for isotropic media, now both electric field and k

vector are not necessarily orthogonal. As a consequence the term (k · E0)kj doesn’t

vanish and we are left with a new wave equation.

The wave vector conveys two types of information. First, its absolute value is related to

some refraction index, n and the frequency ω:

|k| = ωn (4.12)

On the other hand the wave vector also gives us the perpendicular direction to the wave

front k = ωnα̂, where we introduce α̂ as the unitary vector that specifies its direction.

Thus, one can write the modified wave equation in component form for every index in

the principal axes reference frame yielding a set of three linear equations:
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Ex

( εx
n2
− α2

y − α2
z

)
+ αxαy Ey + αxαz Ez = 0 (4.13a)

αyαxEx + Ey

( εy
n2
− α2

x − α2
z

)
+ αyαz Ez = 0 (4.13b)

αzαxEx + αzαy Ey + Ez

( εz
n2
− α2

x − α2
y

)
= 0 (4.13c)

Specifying the direction of propagation α̂ allows us to solve this eigenvalue problem for

E and n.

4.4 Sapphire

The main goal of this document will be to describe the behaviour of sapphire, which will

be the material used for the discs in our prototype and one of the strongest candidates

for the final MADMAX experiment. Sapphire belongs to the class of the previously

mentioned uniaxial media, for which the dielectric tensor has two independent compo-

nents:

εx = εy = ε1 , εz = ε2 (4.14)

with ε1 = 9.4 and ε2 = 11.8 [14]. This means there are two axes in the principal axes

reference frame corresponding to the dielectric constant ε1, with an arbitrary direction

on a plane orthogonal to a third axis, with dielectric constant ε2 as sketched in Figure

4.3 .

Figure 4.3: Representation of two of the possible cut planes for uniaxial media such
as sapphire.
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In practice, one grows a batch of sapphire and then makes a series of cuts of a certain

thickness to form these discs. These cuts however, can be done in different directions

with respect to the rincipal axes reference frame. Between the different kinds of crystal

cut directions, possible for uniaxial media, there are two general ones we can consider.

The first is a C-cut, where the plane of the disc is perpendicular to the direction of

dielectric constant ε2 and therefore with dielectric constant ε1 in every direction of the

disc. The second possibility is to do an A-cut, where along the cut plane the dielectric

constant is ε1 in some direction and ε2 in an orthogonal one, and in its normal direction

it’s ε1.

One of the issues, when using discs cut from such sapphire batch is that these cuts may

have some imprecision and not be completely parallel to the A- and C-planes. These

effects will be taken into account in the following chapter when we create a model to

simulate the possible effects of anisotropic discs in a dielectric haloscope.



Chapter 5

MADMAX with Anisotropic

Discs

In this chapter we describe how the axion induced electric field is affected by the

anisotropy of the discs. In particular we will focus on the case of uniaxial discs such as

sapphire. After this we will follow a parallel development to what was done in Chapter

3, in order to be able to simulate the system with uniaxial discs, imposing first the

boundary conditions for a single interface, and generalising afterwards to the general

multiple interface case. Then, using the transfer matrix formalism, we are able to solve

the new set of equations and obtain the boost factor.

5.1 Anisotropic Axion Induced Electric Field

The anisotropy of the discs will affect the system in two different ways. First, as shown

in Chapter 5, wave propagation is different in anisotropic media, to the extent that one

must include a new term in the wave equation. Second, one must consider how the in-

duced electric field is affected. In order to understand this second challenge, one has to go

back to the Axion-Maxwell equations (3.1). As we saw in Chapter 5, the dielectric prop-

erties of anisotropic media are given by the tensor ¯̄ε. One can therefore rewrite (3.2b) as:

k × Ĥ + ω¯̄εÊ = −gaγωBeâ (5.1)

Taking into account once more that we are looking for CDM axions with non-relativistic

speeds (i.e. k = 0), and that ¯̄ε is a symmetric tensor and therefore invertible, the axion

induced electric field can be written as:

24
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Ea = −gaγ ¯̄ε−1Bea(t) (5.2)

The only difference with the isotropic case in (3.7) is that now, since ¯̄ε is a tensor, the

electric field Ea and the external magnetic field Be are no longer necessarily parallel.

This complicates things in the sense that, added to the amplitude of the fields, one has

to consider also their spatial direction. In other words, we go from a scalar to a vector

description of the fields.

5.1.1 Boundary Conditions at an Interface

In the same way we did in Chapter 3, we look at the simplest case: a single interface

between two different media. Since Ea can now have non-parallel components to the

interface, one must extend the boundary conditions and include the orthogonal compo-

nents to the interface. These are in particular:

D⊥,1 = D⊥,2 B⊥,1 = B⊥,2 (5.3)

The magnetic field condition comes from Gauss’ law for magnetism (3.1c) which is not

affected by the presence of the axion. The displacement vector condition comes from

Gauss’ law for electricity (3.1a). The presence of the axion adds an effective charge

density, and the boundary condition reads:

D⊥,2 −D⊥,1 = ρ− gaγB · ∇a (5.4)

Since we consider that there are no net charges at the surface and that the axion is

spatially homogeneous, meaning ka = 0, the gradient is ∇a = 0. The right hand side

is therefore zero and we have the same boundary conditions as in classical electromag-

netism.

Notice however, that these new boundary conditions are always fulfilled by the system.

The magnetic field Be is assumed to be parallel to the interface and has therefore no

perpendicular components. The displacement vector Da is given by:

Da = ¯̄εEa = −gaγBea(t) (5.5)

and therefore always parallel to the interface. The most important consequence is that

the induced EM radiation will have direction of propagation k perpendicular to the

surface.
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5.2 Two Reference Rrames

As shown in (4.6) the axion induced electric field Ea is best described by the principal

axes reference frame. The magnetic field is however best described by a fixed frame,

where the magnetic field is parallel to one of the axis. We will therefore generally have:

• Fixed axes reference frame: given by x′y′z′. It describes the position of the

discs and the magnetic field. The x′y′ plane is the plane of the discs with y′ the axis

parallel to the magnetic field. The z′-axis represents the direction perpendicular

to the discs.

• Principal axes reference frame: given by xyz. This is the principal axes

reference frame of section 3.2 where the dielectric tensor is diagonal and therefore

has fixed dielectric constant values in the x, y and z directions.

y

x

y'

z

z'

x'

B

Figure 5.1: Representation of the relationship between the static reference frame
x′y′z′, in black and the principal axes reference frame, xyz in red.

In order to obtain the different quantities in both reference frames we need to know how

to relate one to the other. Since our goal is to describe sapphire we work directly with

the assumption that the discs are uniaxial. Suppose then, that the z-axis corresponds to

the direction with ε2 dielectric constant value rotated by some angle φ with respect to

the z′-axis. The other two axes (x- and y-axis) have the same dielectric constant value

ε1, and can therefore be defined in any direction on a plane perpendicular to z. Thus,

one can always choose one of the axes to lay on the plane of the disc (this will be the
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x-axis). The third axis (y-axis) is orthogonal to the previous two. The rotation between

the x- and x’-axis is parametrized by an angle ψ. We find therefore, that one only needs

ψ, and φ in order to relate the fixed and principal axes reference frame.

In practice one can understand φ as the miscut angle of the discs. On the other hand ψ

represents not only the miscut angle but also the misalignment angle between the y axis

and the direction of the magnetic field y′. If the cuts are done from the same sapphire

batch it makes sense that the miscut angle is the same in every region. The misalignment

angle however could vary from region to region and depends on experimental precision.

This will be relevant in Chapter 6 when we make the simulation. For now however we

treat these angles as region dependent ψr and φr.

ψ

y y'

z z'

x'

x
x

yy'

z

z'

x'ϕ

B B

x

Figure 5.2: Representation of the fixed axes and the principal axes rotated with
respect to each other. In the left figure the φ angle is zero. In the right the ψ angle

representing the misalignement is zero.

Our identification of the z axis as the direction in which the dielectric constant is ε2

represents the scenario of a crystal with a so called ”C-cut”. The other possible scenario

is a disc with an ”A-cut” in which case the z axis would have to be identified with the

ε1 dielectric constant. Notice however, that this can be achieved in our general case by

shifting the angle φ by 90◦.
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5.2.1 Fields in the Principal Axes Frame

As mentioned before, the introduction of the principal axes reference frame is done in

order to have a simple way of computing the axion induced electric field. In this frame

we can therefore write:

Ea,j = −AjE0 , Aj ≡
1

εj

Be,j
Be,max

(5.6)

where we have E0 = gaγBe,maxa0 as the usual scale for the axion induced electric field,

and Be,max the largest value of the external field. The index ”j” represents the field

component i.e. j=x,y,z. In order to obtain the magnetic field components in the princi-

pal axes reference frame Be,j , one can use rotation matrices. In particular we use:

Rx(ψ) =

 cosψ sinψ 0

− sinψ cosψ 0

0 0 1

 Rz(φ) =

1 0 0

0 cosφ sinφ

0 − sinφ cosφ

 (5.7)

A general vector V ′ in the fixed frame can then be written in terms of the princi-

pal axes frame as: V = Rz(φ)Rx(ψ)V ′. Hence, the magnetic field Be in component

form in the principal axes reference frame becomes:

Be,x,r = Be,r sinψr (5.8a)

Be,y,r = Be,r cosψr cosφr (5.8b)

Be,z,r = −Be,r cosψr sinφr (5.8c)

allowing us to write for the Aj components:

Ax,r =
1

εx,r

Be,r
Be,max

sinψr (5.9a)

Ay,r =
1

εy,r

Be,r
Be,max

cosψr cosφr (5.9b)

Az,r = − 1

εz,r

Be,r
Be,max

cosψr sinφr (5.9c)

So far we’ve seen that disc anisotropy does have an effect on the axion induced electric

field. In particular, it makes the field not necessarily parallel to the magnetic field.

We’ve nevertheless been able to describe Ea in this new principal axes reference frame.

We are still left however with the problem of wave propagation.
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5.3 Wave Propagation inside the Discs

The propagation of waves in anisotropic media is also modified. In particular, as shown

in Chapter 4, the wave equation has an extra term and one needs to solve the system

(4.13) for our disc configuration. We have seen in section 5.1.1 that the k vector remains

perpendicular to the interface. In the principal axes reference frame this means that it

propagates in some direction on the yz plane given by α̂ = (0, sinφ, cosφ). Substituting

in our component form wave equation one finds:

Ex

( εx
n2
− 1
)

= 0 (5.10a)

Ey

( εy
n2
− cos2 φ

)
+ sinφ cosφEz = 0 (5.10b)

cosφ sinφEy +
( εy
n2
− sin2 φ

)
Ez = 0 (5.10c)

This equation has two solutions. The first one is the trivial:

n2 = εx , Ey = Ez = 0 , Ex 6= 0 =⇒ n =
√
εx (5.11)

The other solution comes from imposing the determinant of the set of equations equal

to zero yielding:

1

n2
=

(
sin2 φ

εz
+

cos2 φ

εy

)
(5.12)

as an effective index of refraction, and substituting this in (5.10b):

Ez
Ey

= −εy
εz

tanφ (5.13)

which gives us the direction of propagation as a relationship between the direction of

Ey and Ez.

As we can see, we now have two propagation polarizations. Any solution of the modified

wave equation is hence a superposition of a wave polarized in the x direction with a

velocity related to a refractive index n =
√
εx, and a wave propagating in some direction

on the yz plane with a velocity related to the refractive index given by equation (5.12)

and a direction given by (5.13).
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5.4 General Uniaxial Setup

From here we can write the z′ dependent, right and left moving electric fields of the

induced EM radiation, in the x and yz plane directions (marked in the following with

the subscript ?) for each region r:

ERx,r(z
′) = Rx,re

iωnx,r∆z′ , ELx,r(z
′) = Lx,re

−iωnx,r∆z′ (5.14)

ER?,r(z
′) = R?,re

iωn?r∆z′ , EL?,r(z
′) = L?,re

−iωn?r∆z′ (5.15)

where ∆z′ = z′ − z′r. These electric fields are accompanied by their respective magnetic

fields which can be expressed in terms of the electric field as H = nE thanks to Fara-

day’s law:

HR
x,r(z

′) = nx,rRx,re
iωnx,r∆z′ , HL

x,r(z
′) = −nx,rLx,re−iωnx,r∆z′ (5.16)

HR
?,r(z

′) = n?,rR?,re
iωn?,r∆z′ , HL

?,r(z
′) = −n?,rL?,re−iωn?,r∆z′ (5.17)

where notice that the magnetic fields corresponding to right and left propagating waves

have a different sign. This is necessary in order for the boundary conditions to be

fulfilled. Notice also that L? and R? can be decomposed in terms of their y and z

components. This, together with relation (5.13) allows us to rewrite everything in terms

of the y field components:

L?,r =
√
L2
y,r + L2

z,r = Ly,r
√

1 + β2
r = Ly,rDr (5.18a)

R?,r =
√
R2
y,r +R2

z,r = Ry,r
√

1 + β2
r = Ry,rDr (5.18b)

where we have defined the quantity Dr =
√

1 + β2
r .

5.4.1 Imposing the Boundary Conditions

In each region the total electric and magnetic fields are a superposition of all the compo-

nents discussed in the two previous sections i.e. axion induced electric field and left and

right moving propagating waves. In contrast to what happened in the isotropic case, we

now have to work with the complete set of vector field components:
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Etot
r (z′) = Ea,r +ER

x,r(z
′) +EL

x,r(z
′) +ER

?,r(z
′) +EL

?,r(z
′) (5.19)

Htot
r (z′) = HR

x,r(z
′) +HL

x,r(z
′) +HR

?,r(z
′) +HL

?,r(z
′) (5.20)

At this stage we are able to implement the continuity of E‖ and H‖. Since the φ

and ψ angles that determine the relationship between principal axes and static frame

of reference may be different in every region, and since in the setup of a dielectric

haloscope, half of the regions are vacuum regions where the principal axes frame and

the fixed frame are the same, we will always impose these boundary conditions in terms

of the components of the fixed frame. The resulting boundary conditions are therefore

given by the following four equations:

Ey′,r(z
′
r+1) = Ey′,r+1(z′r+1) (5.21a)

Ex′,r(z
′
r+1) = Ex′,r+1(z′r+1) (5.21b)

Hy′,r(z
′
r+1) = Hy′,r+1(z′r+1) (5.21c)

Hx′,r(z
′
r+1) = Hx′,r+1(z′r+1) (5.21d)

5.5 Transfer Matrix Formalism

In order to solve the previous set of equations and obtain the amplitude of the fields in

any region we make use of the transfer matrix formalism in a similar way as in Chapter

3. The amplitudes in region r+1 are given in terms of the amplitudes in region r by:


Rx,r+1

Lx,r+1

Ry,r+1

Ly,r+1

 = GrPr


Rx,r

Lx,r

Ry,r

Ly,r

+ E0Sr


1

1

1

1

 (5.22)

where Gr, Pr and Sr are the following 4× 4 matrices:

Gr =
1

2



[
1 +

nx,r

nx,r+1

]
cos (ψr+1 − ψr)

[
1− nx,r

nx,r+1

]
cos (ψr+1 − ψr)

[
Cr +

N?,r

nx,r+1

]
sin (ψr+1 − ψr)

[
Cr − N?,r

nx,r+1

]
sin (ψr+1 − ψr)[

1− nx,r

nx,r+1

]
cos (ψr+1 − ψr)

[
1 +

nx,r

nx,r+1

]
cos (ψr+1 − ψr)

[
Cr − N?,r

nx,r+1

]
sin (ψr+1 − ψr)

[
Cr +

N?,r

nx,r+1

]
sin (ψr+1 − ψr)

−
[

1
Cr+1

+
nx,r

N?,r+1

]
sin (ψr+1 − ψr) −

[
1

Cr+1
− nx,r

N?,r+1

]
sin (ψr+1 − ψr)

[
Cr
Cr+1

+
N?,r

N?,r+1

]
cos (ψr+1 − ψr)

[
Cr
Cr+1

− N?,r

N?,r+1

]
cos (ψr+1 − ψr)

−
[

1
Cr+1

− nx,r

N?,r+1

]
sin (ψr+1 − ψr) −

[
1

Cr+1
+

nx,r

N?,r+1

]
sin (ψr+1 − ψr)

[
Cr
Cr+1

− N?,r

N?,r+1

]
cos (ψr+1 − ψr)

[
Cr
Cr+1

+
N?,r

N?,r+1

]
cos (ψr+1 − ψr)


(5.23)
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Pr =


exp{iδx,r} 0 0 0

0 exp{−iδx,r} 0 0

0 0 exp{iδ?,r} 0

0 0 0 exp{−iδ?,r}

 (5.24)

Sr =
1

2

(
[(Ar+1 −Ar) sinψr+1 + (Br+1 −Br) cosψr+1]2×2 0

0 [(Ar+1 −Ar) cosψr+1 − (Br+1 −Br) sinψr+1]2×2

)
(5.25)

The quantity δi,r in Pr is the optical thickness:

δi,r = ωni,r(z
′
r+1 − z′r) (5.26)

The derivation of these matrices is written in appendix A. There one can see how most

quantities were defined. The ones in the Gr and Sr matrices are in particular:

N?,r = n?,r
√

1 + β2
r , Cr =

(
1 + β2

r

εz,r
εy,r

)
cosφr , βr = tanφr

εy,r
εz,r

(5.27)

Ar =
cosψr

2

n2
?,r

+
sinψr

2

n2
x,r

, Br =
cosψr sinψr

n2
x,r

− sinψr cosψr
n2
?,r

(5.28)

This result represents the main change from isotropic to anisotropic media. From here

one can relate the amplitudes R and L of the external regions 0 and m by iteration, in

the same way it was done for the isotropic case, yielding:
Rx,m

Lx,m

Ry,m

Ly,m

 = T


Rx,0

Lx,0

Ry,0

Ly,0

+ E0M


1

1

1

1

 (5.29)

with T the transfer matrix from regions 0 to m defined as:

T = Tm0 = Gm−1Pm−1Gm−2Pm−2 ... G1P1G0P0 (5.30)

and M :

M =

m∑
s=1

Tms Ss−1 (5.31)

which includes the contribution from the axion induced fields.
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The major case comes from the limit where there are no incoming waves in the haloscope

(i.e. R0 = Lm = 0), allowing us to obtain the boost factor.

5.6 Anisotropic Boost Factor

For the limit R0 = Lm = 0 the outgoing amplitudes are given by:

Ly,0 = E0

(
T [2, 2]M [4, ·]−M [2, ·]T [4, 2]

T [2, 4]T [4, 2]− T [2, 2]T [4, 4]

)
(5.32a)

Lx,0 = E0

(
T [4, 4]M [4, ·]−M [2, ·]T [2, 4]

T [2, 4]T [4, 2]− T [2, 2]T [4, 4]

)
(5.32b)

Rx,m = T [1, 2]Lx,0 + T [1, 4]Ly,0 + E0M [1, ·] (5.32c)

Ry,m = T [3, 2]Lx,0 + T [3, 4]Ly,0 + E0M [3, ·] (5.32d)

where we have made use of the following abbreviation: M [i, ·] =
∑4

j=1M [i, j] and where

T [i, j] is the matrix element of row i and column j. At this point we are ready to calcu-

late the boost factor amplitude B for a haloscope with uniaxial discs. Since now there

are x-field and y-field components for the electric field there are three types of boost

factor that can be defined. In case the antenna only detects polarizations parallel to the

magnetic field this would be given by:

By,L =
Ly,0
E0

, By,R =
Ry,m
E0

(5.33)

Notice that even though y pertains to the principal axes, in the r = m region we are

always in a vacuum region, which is isotropic and therefore has φm = ψm = 0. In fact, in

all r = odd regions, the principal axes and fixed frame are the same. The second boost

factor that can be defined, relates to the amplitude of the x component of the electric

field:

Bx,L =
Lx,0
E0

, Bx,R =
Rx,m
E0

(5.34)

Lastly, one can also define the total boost factor taking into account both x- and y-. To

do so we go back to the definition of power boost factor in section 3.2.1 as the quantifi-

cation of the amplification of the cycle-averaged power density with respect to a single

mirror. The total power is therefore the squared sum of the x- and y- amplitudes. This

gives us for the total power boost factor:
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Btot,L =
1

E0

(
L2
y,0 + L2

x,0

)
, Btot,R =

1

E0

(
R2
y,m +R2

x,m

)
(5.35)



Chapter 6

1D Anisotropic Simulation

The boost factor is calculated in this section for a dielectric haloscope with sapphire

discs. We analyse the two possible disc cuts with different misalignment angles for

different number of discs and at different frequency ranges. Furthermore we present some

consistency checks that bring some insight into the physical effects of having anisotropic

discs.

6.1 General Sapphire Dielectric Haloscope Setup

In Chapter 5 we developed a model to include the effects of anisotropic discs in a dielec-

tric haloscope. We are interested in particular in a dielectric haloscope with sapphire

discs. Sapphire, as seen in chapter 4, is in the class of uniaxial media where in the

principal axes reference frame the dielectric tensor is given by:

¯̄ε =

ε1 0 0

0 ε1 0

0 0 ε2

 (6.1)

with ε1 = 9.4 and ε2 = 11.8. The sapphire crystal is grown and then cut into discs

to be put in the haloscope in the even regions of figure 3.2. Physically there are two

possible contributions to the misalignment between the principal axes and the fixed axes

reference frames. The first one comes from miscut angles of the crystal. As we know

from Chapter 4, one can make two types of cuts to the crystal:

• C-cut, where the axes of the principal axes are identified as: εx = εy = 9.4 and

εz = 11.8.

• A-cut, where the axes of the principal axes are identified as: εx = 11.8 and

εy = εz = 9.4.
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This miscut of the crystal contributes to the misalignment between the principal axes

reference frame and the fixed frame and is parametrized by the angle φ. The other source

contributing to the misalignment between the two axes has to do with the orientation

of the discs with respect to the magnetic field, and is parametrized by the angle ψ.

In Chapter 5 we developed the Transfer Matrix formalism to obtain the boost factor in

a general setup of m regions r. We are interested however in a particular system where

we have:

• A mirror in region r = 0, with dielectric constant ε =∞.

• Vacuum in every odd region (r = 1, 3, ....m), with dielectric constant ε = 1.

• Sapphire discs in every even region (r = 2, 4, ....m − 1), with dielectric tensor in

the principal axes frame ¯̄ε = diag(ε1, ε1, ε2), and miscut and misalignment angles

φr and ψr.

The simulation is done in 1D, meaning we assume that the discs are infinite in area.

The only parameters are therefore, the spacing between the discs, which are optimized

to get the desired broad band boost factor curve for a certain frequency, the thickness

of said discs, and the φ and ψ angles in each region.

One can now imagine, that making cuts from the same sapphire crystal will give the

same miscut angle for every disc. Hence, φr can be treated as having the same value

φ for every even region. The misalignment angle ψ however, depends on how one po-

sitions the discs and can therefore have different values in every odd region. The most

one can do is set a maximum precision angle. Taking the optimized disc positions for an

isotropic configuration we can see what the effects of disc anisotropy with miscut and

misalignment angles are for the boost factor curve. In particular, we can get the three

boost factor curves introduced in section 5.6 i.e. total boost, x-boost and y-boost.
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Figure 6.1: Example of the boost factor curves one can obtain with the transfer
matrix formalism for anisotropic media, compared to the isotropic case.

6.2 Angle Span

An interesting exercise to understand the effect of anisotropy in the system is to vary

the parameters φ and ψ for the same disc spacing. In particular one can study what

happens when performing an angle span from 0◦ to 90◦ both for the ψ and φ angles.

This also serves as a consistency check of the model since both the 0◦ and 90◦ are limits

where one returns to the isotropic case.

6.2.1 C-cut Span

The first case we can study is that of a booster with c-cut discs. Keeping the ψ angle

fixed at ψ = 0◦ for all the discs in the booster, and rotating the φ angle from 0◦ to 90◦,

represents effectively a change of dielectric constant between ε = 9.4 to ε = 11.8, with

the refractive index (and therefore dielectric constant given by (5.12)). Furthermore,

the axion induced electric field will only have components along the yz plane.
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Figure 6.2

As we can see in Figure 6.2 the boost factor curve moves to a range of lower frequencies,

and at φ = 90◦ the boost factor coincides with the boost factor for a dielectric constant

ε = 11.8, meaning that the correct isotropic limit is achieved.

6.2.2 A-cut Span

The second case one can study is that of a booster with a-cut discs. Performing a span

from ψ = 0◦ to ψ = 90◦ while leaving φ = 0◦, represents effectively a change of dielectric

constant from ε = 9.4 to ε = 11.8. The result in figure 6.3 shows us two things. First

one can see that in the ψ = 90◦ the boost factor curve coincides with the curve for a

dielectric constant ε = 11.8. This is as expected since changing the angle ψ effectively

brings the dielectric constant from ε = 9.4 to ε = 11.8.
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Figure 6.3: Span for 20 a-cut Sapphire discs with φ = 0◦ and ψ = 0◦ to ψ = 90◦.

The second thing to notice is the way in which the boost factor curve changes as we

increase the value of ψ. For the extreme angles one gets a higher boost at different

frequencies. In the intermediate angles however it’s as if the booster stimulates both

regions but not as efficiently. This is due to the fact that we are effectively looking at two

polarizations in the x- and y- direction with two different effective dielectric constants.

6.3 Anisotropy Effects on Realistic Settings

In a realistic setting we don’t expect to have miscut angles of more than 5◦. In Figures

6.4 and 6.5 we study the effects of anisotropy for φ = 5◦ in a dielectric haloscope

with twenty discs both for A-cut and C-cut discs at different frequency ranges. Each

curve represents a setup where the misalignment angle ψ takes a different random value

|ψ| < 0◦, 10◦, 20◦, 30◦ for each disc.
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Figure 6.4: Boost factor curves at different frequency ranges for a dielectric haloscope
with 20, 1mm A-cut sapphire discs and 5◦ miscut angle, and different randomized

misalignment angles ψ

As we can see, for the case of a dielectric haloscope with A-cut discs the boost factor

curve seems to preserve the isotropic behavior for misalignment angles lower than 20◦.

The situation changes considerably however, when one looks at the C-cut case. Here

the contribution of the misalignment is close to none, and the boost factor preserves the

isotropic shape even for misalignment angles of 30◦. It seems therefore that if one can

reduce the misalignment error to values lower than ψ = 10◦, the anisotropy of the discs

will not have a big affect on the shape of the boost factor for neither of the disc cuts.
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Figure 6.5: Boost factor curves at different frequency ranges for a dielectric haloscope
with 20, 1mm C-cut sapphire discs and 5◦ miscut angle, and different randomized

misalignment angles ψ

6.4 Random Misalignment Effects

The simulations are done by randomizing the misalignment angles ψ. We would there-

fore like to see how different disc randomization angles affect the boost factor curve

from one random configuration of the angle ψ to another, while maintaining the same

disc spacing. This was done for different numbers of discs. The results show that for

a booster with a higher number of discs the boost factor curve varies much more for

different random configurations of the misalignment angle ψ. However, as was seen in

the previous section this only starts happening for high misalignment angles over ψ = 7◦.
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Figure 6.6: Different randomized ψ angle configurations for a 20 disc dielectric halo-
scope
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Figure 6.7: Different randomized ψ angle configurations for a 40 disc dielectric halo-
scope
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Figure 6.8: Different randomized ψ angle configurations for a 80 disc dielectric halo-
scope



Chapter 7

Conclusion

In this thesis, the current 1D simulations of a dielectric haloscope for the detection

of dark matter axions, were adapted to include the possible effects of disc anisotropy.

This was done by using the transfer matrix formalism, which went from being a 2 × 2

matrix equation for the isotropic case, to a 4 × 4 matrix equation for the anisotropic

case. The particular scenario of a dielectric haloscope with sapphire discs was studied

for the different A-cut and C-cut possibilities, with different miscut and misalignment

angles. This was done by comparing the new predictions of the boost factor curve with

the ones from the isotropic case.

The results show that indeed, disc anisotropy has a significant effect on the shape of

the boost factor curve for big miscut and misalignment angles. For realistic settings

however, where the miscut angle is not bigger than 5◦, these effects become very small,

in particular for C-cut sapphire discs, where the effect is close to none. For A-cut discs,

the biggest contribution to the modification of the boost factor curve with respect to

the isotropic case, seems to come from the misalignment angle of the principal axes of

the discs with respect to the magnetic field.

The number of discs present in the dielectric haloscope also seems to play a big factor

in the effects of disc anisotropy on the boost factor. In particular, we saw that for a

dielectric haloscope with larger number of discs, these effects become more relevant at

smaller angles.
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Appendix A

Calculation of the anisotropic

Transfer Matrix

In this appendix we show the calculation of the Gr, Pr and Sr matrices from the bound-

ary conditions in uniaxial anisotropic media. The explicit expression is obtained by

substituting the total electric and magnetic fields (5.19) and (5.20) in each region, in

the boundary conditions (5.21). The first step is to project the yz amplitudes of the

Electric fields on to the x′y′ plane. For the EM waves this is:

(
Ryre

iωn?r∆z′ + Lyre
−iωn?r∆z′

)
cosφr −

(
Rzre

iωn?r∆z′ + Lzre
−iωn?r∆z′

)
sinφr

=Ryr

(
1 + β2

r

εz
εy

)
cosφr e

iωn?r∆z′ + Lyr

(
1 + β2

r

εz
εy

)
cosφr e

−iωn?r∆z′

=RyrCr e
iωn?r∆z′ + LyrCr e

−iωn?r∆z′

(A.1)

where in the second line we have made use of equation (5.13) relating the Ey and Ez

amplitudes. We have also defined the quantity: Cr =

(
1 + β2

r

εz
εy

)
cosφr. The same type of

projection can be done for the axion induced electric field:

Ay,r cosφr −Az,r sinφr

=
1

εy

Be,r
Be,max

cos2 φr +
1

εz

Be,r
Be,max

sin2 φr

=
1

n2
?

Be,r
Be,max

cosψr

(A.2)

This way the boundary conditions in the x′ and y′ axis are explicitly:
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E0(Ar+1 −Ar) +
(
Rx,re

iδx,r + Lx,re
−iδx,r

)
sinψr +

(
Ry,re

iδ?,r + Ly,re
−iδ?,r

)
Cr cosψr = (Rx,r+1 + Lx,r+1) sinψr+1 + (Ry,r+1 + Ly,r+1)Cr+1 cosψr+1

(A.3a)

E0(Br+1 −Br) +
(
Rx,re

iδx,r + Lx,re
−iδx,r

)
cosψr −

(
Ry,re

iδ?,r + Ly,re
−iδ?,r

)
Cr sinψr = (Rx,r+1 + Lx,r+1) cosψr+1 − (Ry,r+1 + Ly,r+1)Cr+1 sinψr+1

(A.3b)

N?,r

(
Ry,re

iδ?,r − Ly,re−iδ?,r
)

sinψr − nx,r
(
Rx,re

iδx,r − Lx,re−iδx,r
)

cosψr = N?,r+1 (Ry,r+1 − Ly,r+1) sinψr+1 − nx,r+1 (Rx,r+1 − Lx,r+1) cosψr+1

(A.3c)

N?,r

(
Ry,re

iδ?,r − Ly,re−iδ?,r
)

cosψr + nx,r

(
Rx,re

iδx,r − Lx,re−iδx,r
)

sinψr = N?,r+1 (Ry,r+1 − Ly,r+1) cosψr+1 + nx,r+1 (Rx,r+1 − Lx,r+1) sinψr+1

(A.3d)

where N?,r = n?,rDr = n?,r
√

1 + β2
r and δi,r = ωni,r(z

′
r+1 − z′r) is the optical thickness,

and the quantities Ar and Br were defined as:

Ar =

(
cos2 ψr
n2
?,r

+
sin2 ψr
n2
x,r

)
, Br =

(
−cosψr sinψr

n2
?,r

+
cosψr sinψr

n2
x,r

)
(A.4)

The goal now is to express the amplitudes in region r + 1 in terms of the amplitudes in

region r. To do so we make the following manipulations of equations (A.3):

2Rx,r+1 =

[
(a) +

(d)

nx,r+1

]
sinψr+1 +

[
(b)− (c)

nx,r+1

]
cosψr+1 (A.5a)

2Lx,r+1 =

[
(a)− (d)

nx,r+1

]
sinψr+1 +

[
(b) +

(c)

nx,r+1

]
cosψr+1 (A.5b)

2Ry,r+1 =

[
(a)

Cr+1
+

(d)

N?,r+1

]
cosψr+1 −

[
(b)

Cr+1
− (c)

N?,r+1

]
sinψr+1 (A.5c)

2Ly,r+1 =

[
(a)

Cr+1
− (d)

N?,r+1

]
cosψr+1 −

[
(b)

Cr+1
+

(c)

N?,r+1

]
sinψr+1 (A.5d)

which making the following definition:

γr ≡ (Ar+1 −Ar) sinψr+1 + (Br+1 −Br) cosψr+1 (A.6a)

ωr ≡ (Ar+1 −Ar) cosψr+1 − (Br+1 −Br) sinψr+1 (A.6b)

lead to:

2Rx,r+1 = E0γr + eiδx,r cos (ψr+1 − ψr)
[
1 +

nx,r
nx,r+1

]
Rx,r + e−iδx,r cos (ψr+1 − ψr)

[
1− nx,r

nx,r+1

]
Lx,r

+eiδ?,r sin (ψr+1 − ψr)
[
Cr +

N?,r

nx,r+1

]
Ry,r + e−iδ?,r sin (ψr+1 − ψr)

[
Cr −

N?,r

nx,r+1

]
Ly,r

(A.7a)
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2Lxr+1 = E0γr + eiδxr cos (ψr+1 − ψr)
[
1− nxr

nxr+1

]
Rxr + e−iδxr cos (ψr+1 − ψr)

[
1 +

nxr
nxr+1

]
Lxr

+eiδ?r sin (ψr+1 − ψr)
[
Cr −

N?r

nxr+1

]
Ryr + e−iδ?r sin (ψr+1 − ψr)

[
Cr +

N?r

nxr+1

]
Lyr

(A.7b)

2Ryr+1 = E0
ωr
Cr+1

− eiδxr sin (ψr+1 − ψr)
[

1

Cr+1
+

nxr
N?r+1

]
Rxr − e−iδxr sin (ψr+1 − ψr)

[
1

Cr+1
− nxr
N?r+1

]
Lxr

+eiδ?r cos (ψr+1 − ψr)
[
Cr
Cr+1

+
N?r

N?r+1

]
Ryr + e−iδ?r cos (ψr+1 − ψr)

[
Cr
Cr+1

− N?,r

N?,r+1

]
Lyr

(A.7c)

2Ly,r+1 = E0
ωr
Cr+1

− eiδx,r sin (ψr+1 − ψr)
[

1

Cr+1
− nx,r
N?,r+1

]
Rx,r − e−iδx,r sin (ψr+1 − ψr)

[
1

Cr+1
+

nx,r
N?,r+1

]
Lx,r

+eiδ?,r cos (ψr+1 − ψr)
[
Cr
Cr+1

− N?,r

N?,r+1

]
Ry,r + e−iδ?,r cos (ψr+1 − ψr)

[
Cr
Cr+1

+
N?,r

N?,r+1

]
Ly,r

(A.7d)

Which can at last be written in matrix form similarly to what is done for the isotropic

case:


Rx,r+1

Lx,r+1

Ry,r+1

Ly,r+1

 = GrPr


Rx,r

Lx,r

Ry,r

Ly,r

+ E0Sr


1

1

1

1

 (A.8)

where now Pr, Pr and Pr are 4× 4 matrices. The propagation matrix Pr is given by:

Pr =


exp{iδx, r} 0 0 0

0 exp{−iδx, r} 0 0

0 0 exp{iδ?, r} 0

0 0 0 exp{−iδ?, r}

 (A.9)

Gr is:

Gr =
1

2



[
1 +

nx,r

nx,r+1

]
cos (ψr+1 − ψr)

[
1− nx,r

nx,r+1

]
cos (ψr+1 − ψr)

[
Cr +

N?,r

nx,r+1

]
sin (ψr+1 − ψr)

[
Cr − N?,r

nx,r+1

]
sin (ψr+1 − ψr)[

1− nx,r

nx,r+1

]
cos (ψr+1 − ψr)

[
1 +

nx,r

nx,r+1

]
cos (ψr+1 − ψr)

[
Cr − N?,r

nx,r+1

]
sin (ψr+1 − ψr)

[
Cr +

N?,r

nx,r+1

]
sin (ψr+1 − ψr)

−
[

1
Cr+1

+
nx,r

N?,r+1

]
sin (ψr+1 − ψr) −

[
1

Cr+1
− nx,r

N?,r+1

]
sin (ψr+1 − ψr)

[
Cr
Cr+1

+
N?,r

N?,r+1

]
cos (ψr+1 − ψr)

[
Cr
Cr+1

− N?,r

N?,r+1

]
cos (ψr+1 − ψr)

−
[

1
Cr+1

− nx,r

N?,r+1

]
sin (ψr+1 − ψr) −

[
1

Cr+1
+

nx,r

N?,r+1

]
sin (ψr+1 − ψr)

[
Cr
Cr+1

− N?,r

N?,r+1

]
cos (ψr+1 − ψr)

[
Cr
Cr+1

+
N?,r

N?,r+1

]
cos (ψr+1 − ψr)


(A.10)

And Sr:

Sr =
1

2

(
[(Ar+1 −Ar) sinψr+1 + (Br+1 −Br) cosψr+1]2×2 0

0 [(Ar+1 −Ar) cosψr+1 − (Br+1 −Br) sinψr+1]2×2

)
(A.11)
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